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I. INTRODUCTION

Orthogonal projection offers the optimal solution for many inverse problems such as interpolation and reconstruction. Its realization, however, imposes strict conditions on the corresponding processes. For example, for generalized sampling and reconstruction processes, the reconstruction subspace is required to be a subspace of the sampling subspace [10]. In the standard interpolation setting where the sampling is assumed to be ideal, the orthogonal projection is impossible unless the interpolation kernel is related to the sinc function and the input is bandlimited.

On the other hand, in spite of development of many interpolation methods [3], [7], [14], the linear interpolation remains by far the most popular solution for many applications including image processing such as digital photography and image re-sampling [3]. In comparison with other interpolation kernels, the linear kernel has a very simple form (thus is easy for hardware implementation); yet it enjoys reasonably good quality [15].

It has been shown [16] that there is significant room for improvement of the linear interpolation toward the orthogonal projection. One approach for such improvement is to shift the linear kernel [3]. In the limiting sampling case, it has been shown that the 0.21-shifted linear interpolation can achieve an asymptotic error that is very close to the error of the orthogonal projection.

Note that the assumption of limiting sampling is rather restrictive; it requires that frequency content of the signal be primarily concentrated around the zero frequency. When the sampling period is not very small, especially when the continuous-time signal contains significant components around the Nyquist frequency, the asymptotic error is no more appropriate to be used to evaluate the quality of approximation as demonstrated by the examples in [20]. Instead, an estimate of the approximation error was used in [20] to design optimized quasi-interpolations, although only a portion of the Nyquist band is considered in the estimate. Furthermore, exploiting high frequency information is crucial to many edge-based reconstructions such as in image-zooming [5] and super-interpolation [6].

In this paper, we use the average approximation error over input shift as the quality measure for interpolation schemes. According to [4], the quality of approximation can be adequately evaluated in terms of the average error, especially when the initial time is not precise. And this average error, closely related to the shift-variance of the processes [18], [30], can be characterized in terms of an error kernel and the input signal. This characterization includes contents of the input beyond the Nyquist frequency.

Our aim is to minimize the average approximation error by shifting the interpolation kernel. Since the orthogonal projection is optimal and cannot be achieved by any kernel except the sinc function, we propose to shift the kernel toward approaching this optimal solution. We recall that the idea of kernel shifting was initiated in [17] for the stability of interpolation operators. It was also used in [3] to improve the asymptotic interpolation error. To our best knowledge, the work in this paper is the first attempt to exploit kernel shifting toward orthogonal projection. It is in the spirit of the minimax regret sampling [10] but with the requirement that the sampling be interpolatory, thus consistent [25]. Since our target is the orthogonal projection, we assume that in the minimax regret sampling the input signal is bandlimited by the Nyquist frequency.

Moreover, we exemplify our theory with the linear B-spline kernel [23]. In this particular case, we obtain two values of shift, namely, 1/11 and 1/8. We show that when no a priori knowledge on the continuous-time input is available, the 1/11-shifted linear interpolation will generally produce near-optimal interpolation. This is also the case for signals...
in shiftable subspaces generated by B-splines. On the other hand, the 1/8-shifted linear interpolation would tend to yield good results for signals in Sobolev subspace and for signals arisen from natural images.

To evaluate performance of the shifted linear interpolation, we apply shifted linear interpolations to a Gaussian signal, an ECG signal, a speech signal, a 2-dimensional signal, and three natural images. Significant improvements are observed over the standard linear interpolation and the 0.21-shifted linear interpolation proposed in [3].

The main contributions of this paper is as follows:

1) We propose to shift the kernel to achieve a sampling scheme that is both interpolatory and closest to the orthogonal projection in the minimax regret sense.

2) We provide a method for analyzing optimal kernel shifting in terms of the average approximation error.

3) We carry out detailed study on the standard linear kernel, and we obtain two values of shift for near-optimal shift.

The remainder of the paper is organized as follows. In Section II, we review orthogonal projection on shiftable subspaces and present its average approximation error to be used as a benchmark. Linear interpolation, minimax regret sampling, and kernel shifting are introduced in Section III. In Section IV, we propose optimization problems for shifting kernel, and obtain solutions for the linear kernel. We propose and solve a minimax regret optimization that pulls the shifted-interpolation toward orthogonal projection in Section V. Section VI describes some experiments. Finally, conclusions are drawn in Section VII.

The notation is quite standard. \( \mathbb{Z} \) and \( \mathbb{R} \) are the set of integers and of real numbers, respectively. We use \( L^1 \) and \( L^2 \) to denote, respectively, the space of absolute integrable (continuous-time) signals and the Hilbert space of square integrable signals. For \( x \in L^2 \), its norm is given by \( \|x\|_2^2 = \int_\mathbb{R} |x(t)|^2 \, dt \). The Fourier transform is indicated by the hat symbol “ \( \hat{\cdot} \)”, e.g., \( \hat{x}(\omega) = \int_\mathbb{R} x(t) e^{-j\omega t} \, dt \) for signal \( x \) which is also denoted by \( x(\cdot) \). Throughout the paper, all signals are assumed to be real-valued. Thus, \( |\hat{x}(\omega)| = |\hat{x}(-\omega)|, \omega \in \mathbb{R} \). The symbol “ \( * \)” is the convolution operator.

II. ORTHOGONAL PROJECTION AND AVERAGE ERROR

Let \( T > 0 \) be a sampling period and \( w \in L^1 \cap L^2 \) be a generator for the \( T \)-shiftable closed subspace

\[
\mathcal{W} = \{ x_r : x_r(t) = \sum_{n \in \mathbb{Z}} c_n w(\frac{t}{T} - n), \{c_n\} \in l^2 \}.
\]

We assume that \( \{ w(\frac{t}{T} - n) \}_{n \in \mathbb{Z}} \) constitutes a frame of \( \mathcal{W} \) [28]. When used in interpolation, \( w \) is usually called an interpolation kernel (reconstruction kernel).

Let \( P_W \) be the orthogonal projection on \( \mathcal{W} \). It is well-known that \( P_W \) gives the optimal solution in the least square framework. Specifically, for any given \( x \in L^2 \), \( P_W x \) is the unique solution to the least square error problem

\[
\min_{y \in \mathcal{W}} \| x - y \|_2^2.
\]

In view of the uncertainty with the initial time of signals, the quality of this approximation can be adequately evaluated in terms of the average error (with respect to input shift in one sampling period) defined by [3], [4]

\[
e^2_x = \frac{1}{T} \int_0^T \| (I - P_W)x(\cdot - s) \|_2^2 \, ds
\]

where \( I : L^2 \to L^2 \) is the continuous-time identity operator, \( x(\cdot - s) \) is the \( s \)-shifted version of signal \( x(\cdot) \). In the Fourier domain, \( e^2_x \) can be expressed [4] by

\[
e^2_x = \int_{\mathbb{R}} E_P(\omega)|\hat{x}(\frac{\omega}{T})|^2 \frac{d\omega}{2\pi T}
\]

where \( E_P \) is the so-called error kernel of the orthogonal projection:

\[
E_P(\omega) = 1 - \frac{\hat{w}(\omega)^2}{\sum_{n \in \mathbb{Z}} (\hat{w}(\omega + 2\pi n))^2}.
\]

For kernel \( w \) with finite support in time, the infinite summation in the denominator may be further simplified by applying the Poisson summation formula [28] to the convolution \( w \ast w(-\cdot) \):

\[
\sum_{n \in \mathbb{Z}} |\hat{w}(\omega + 2\pi n)|^2 = \sum_{n \in \mathbb{Z}} (w \ast w(-\cdot))(n) e^{-jn\omega}.
\]

Since the orthogonal projection is optimal, the kernel \( E_P \) can serve as a benchmark for approximation quality evaluation of sampling schemes.

As a particular example, let the interpolation kernel be the linear B-spline (hat) function:

\[
w(t) = \beta(t) = \begin{cases} 1 - |t|, & |t| < 1 \\ 0, & \text{otherwise} \end{cases}
\]

whose Fourier transform is given by

\[
\hat{w}(\omega) = \sin^2\left(\frac{\omega}{2\pi}\right) = \left(\frac{\sin(\omega/2)}{\omega/2}\right)^2.
\]

Since \( (w \ast w(-\cdot))(t) = \beta^2(t) \) (the B-spline of order 3, which becomes zero if \( |t| \geq 2 \) [26]), it follows from (5) that

\[
\sum_{n \in \mathbb{Z}} |\hat{w}(\omega + 2\pi n)|^2 = \sum_{n=-1}^{1} \beta^2(n) e^{-jn\omega} = \frac{1}{3} (2 + \cos \omega).
\]

As a result, the error kernel for the linear B-spline becomes

\[
E_P(\omega) = 1 - \frac{3 \sin^4\left(\frac{\omega}{2}\right)}{2 + \cos \omega}.
\]

This benchmark kernel is plotted in Fig. 1.

III. INTERPOLATION AND KERNEL SHIFTING

In this section, we present the notion of kernel shifting toward orthogonal projection.
As in the case of orthogonal projection, the quality of the interpolation of Fig. 2 can be adequately evaluated in terms of the average error:

$$e^2_x = \frac{1}{T} \int_0^T \| (I - WQS^*) x (\cdot - s) \|^2 ds.$$  \hspace{1cm} (12)

According to [4] (or [19] for a system theory derivation), $e^2_x$ can also be expressed in the Fourier domain by

$$e^2_x = \int_{\mathbb{R}} E(\omega) |\hat{\beta}(\omega)|^2 \frac{d\omega}{2\pi T}.$$  \hspace{1cm} (13)

where $E$ is the error kernel of the interpolation process in Fig. 2 and is given as

$$E(\omega) = |1 - \hat{q}(e^{j\omega}) \tilde{\omega}(\omega)|^2 + |\hat{q}(e^{j\omega})|^2 \sum_{n \neq 0} |\tilde{\omega}(\omega + 2\pi n)|^2.$$  \hspace{1cm} (14)

Note that the second term in the right-hand side of (14) is actually the shift-variance kernel, which characterizes variance of the error due to input shift [19].

The error kernel can also be reorganized to become

$$E(\omega) = 1 + |\hat{q}(e^{j\omega})|^2 \sum_{n \in \mathbb{Z}} |\tilde{\omega}(\omega + 2\pi n)|^2 - 2\text{Re}(\hat{q}(e^{j\omega}) \tilde{\omega}(\omega)).$$  \hspace{1cm} (15)

Then, the infinity summation term can be computed using (5). In the case of linear interpolation, the reconstruction kernel is $\tilde{\omega}(t) = \beta(t)$, thus $w_n = w(nT/T) = \beta(n) = \delta_n$ in view of (6). Then from (10) and (11), it follows $\hat{q}(e^{j\omega}) = 1, \omega \in \mathbb{R}$.

That is, $Q$ specializes to the discrete-time identity operator. This implies that the standard linear interpolation is consistent in itself. In other words, the samples $x_n$ can be directly used in the reconstruction without resulting in error at sampling instants.

In addition, from (15), (7), and (5), it follows that

$$E(\omega) = \frac{1}{3} [5 + \cos \omega] - 2 \sin^2 \frac{\omega}{2\pi}.$$  \hspace{1cm} (16)

which is also plotted in Fig. 1 for comparison.

It is worthy pointing out that for the linear interpolation kernel, the orthogonal projection cannot be realized by the sampling scheme of Fig. 2 if $S^*$ is the ideal sampling operator, regardless of the correction filter $Q$ used.

B. Minimax Regret Sampling and Kernel Shifting

Although being consistent, the interpolation can produce very large error [10]. One approach to overcome this drawback is the scheme of minimax regret sampling [10], [11]. Through correction filter $Q$, this scheme aims to minimize the difference between the instantaneous approximation error and the optimal error obtained by the orthogonal projection:

$$\min_Q \max_{\|x\|_2 \leq 1} \left\{ \| (I - WQS^*) x \|_2^2 - \| (I - PW)x \|_2^2 \right\}.$$  

It is essentially pulling the sampling scheme toward the orthogonal projection, since

$$\| (I - WQS^*) x \|_2^2 - \| (I - PW)x \|_2^2 = \| WQS^* x - PWx \|_2^2.$$  

Unfortunately, this scheme generally results in value changes at sampling instants. This implies when it is used in
zooming-in and zooming-out processes, it cannot bring back original digital displays.

We shall now show that this shortcoming can be circumvented by shifting the reconstruction kernel \( w \).

Let \( \tau \) be the amount of the shift, \( w_\tau(\cdot) = w(\cdot - \tau) \) be the shifted kernel, and its corresponding reconstruction subspace be denoted by \( \mathcal{W}_\tau \). Let \( Q_\tau \) be the corresponding correction filter. Since \( \hat{w}_\tau(\omega) = e^{-j\tau\omega} \hat{w}(\omega) \), thus the error kernel for the shifted interpolation becomes

\[
E_\tau(\omega) = 1 + |\hat{q}_\tau(e^{j\omega})|^2 \sum_{n \in \mathbb{Z}} \left| \hat{w}(\omega + 2\pi n) \right|^2 - 2 \text{Re}(e^{-j\tau\omega} \hat{q}_\tau(e^{j\omega}) \hat{w}(\omega))
\]

(17)

where \( q_\tau \) is the frequency response of the filter \( Q_\tau \).

The dependency of \( E_\tau \) on \( \tau \) allows better interpolation with a suitable amount of shift. It was shown in [3] that in the limiting sampling case where \( T\omega \to 0 \), a 0.21-shift of the linear kernel can substantially improve the approximation quality.

Let \( P_{\mathcal{W}_\tau} \) be the orthogonal projection on \( \mathcal{W}_\tau \). From (4), we see that the error kernel of \( P_{\mathcal{W}_\tau} \) is independent of the time shift. Hence

\[
\frac{1}{T} \int_0^T \| (I - P_{\mathcal{W}_\tau}) x(-s) \|^2 ds = \frac{1}{T} \int_0^T \| (I - P_{\mathcal{W}_\tau}) x(-s) \|^2 ds
\]

for all \( \tau \in \mathbb{R} \). This implies that shifting kernel does not affect the quality of the orthogonal projection as far as the average error is concerned. Moreover, shifting kernel can also preserve the approximation order of the interpolation process [21]. All these good properties suggest us to exploit this freedom of shifting kernel for a better interpolation toward orthogonal projection.

For the linear interpolation, for each \( \tau \in [0, 1/2) \),\(^1\) invoking (10) and (11), we obtain the correction filter

\[
\hat{q}_\tau(e^{j\omega}) = \frac{1}{1 - \tau + \tau e^{-j\omega}}
\]

(18)

which renders the sampling to be interpolatory [3].

As a result, from (15) and (18), we have the corresponding error kernel [3]

\[
E_\tau(\omega) = 1 + \frac{2 + \cos \omega}{3|1 - \tau + \tau e^{-j\omega}|^2} - 2 \text{sinc}^2 \left( \frac{\omega}{2\pi} \right) \text{Re} \left( \frac{e^{-j\tau\omega}}{1 - \tau + \tau e^{-j\omega}} \right).
\]

(19)

To show the effects of shift on the interpolation quality, we plot in Fig. 1 the error kernel for four different values of \( \tau \) (\( \tau = 0.09, 1/8, 0.21, 0.30 \)). It is clear that while having little effect at low frequency up to \( \pi/2 \), shifting kernel \( w \) would have a significant impact on the approximation quality at high frequency (in particular around \( \omega = \pi \)). More significantly, the error kernel associate with \( \tau = 0.09 \) is seen to be very close to the benchmark kernel \( E_P \). It is also pointed out that the optimal amount of shift of [3] (i.e., \( \tau = 0.21 \)) appears to be not as good as the amount of shift \( \tau = 0.09 \). The latter would lead to better approximation at high frequency.

\(^1\)Note that if \( \tau = 1/2 \), then \( q_\tau(e^{j\omega}) = \infty \) and thus \( E_\tau(\pi) \) becomes extremely large.
where the objective function is the (expected) average of the error \( e^2 \) with respect to input \( x \). When no a priori information on \( x \) other than the \( \pi/T \)-bandlimited assumption is available, it is reasonably to assume a uniform distribution for \( \tilde{x} \). In addition, when the energy of \( x \) is unity, \( |\tilde{x}(\omega/T)|^2 \) is equal to \( T \) for \( \omega \in [-\pi, \pi] \) or equal to zero elsewhere. Consequently, the objective function becomes

\[
J_1(\tau) = 2 \int_0^\pi E_\tau(\omega) \frac{d\omega}{2\pi} - \frac{1}{\pi} \|E_\tau[0, \pi]\|_1. \tag{24}
\]

This implies that we can find the optimal value of shift by optimizing the 1-norm of the restriction of \( E_\tau \) on \([0, \pi]\).

### C. Optimal Shifts for Linear Interpolation

In this section, we determine the optimal values of shift for the linear kernel.

1) Optimal shift in the worst case.

From the discussions in Section IV-A, the optimal value of shift is given as

\[
\tau^* = \arg \min_{\tau \in [0, 1/2]} \max_{\omega \in [0, \pi]} \{E_\tau(\omega)\} \tag{25}
\]

where \( E_\tau \) is given in (19). Equation (25) involves a simple two-variable minimax problem. By using the `fminimax` command of MATLAB, we obtain the optimal solution \( \tau^* = 0.0272 \).

It is noted that for the linear kernel, \( E_\tau \) is an monotonically increase function of \( \omega \), thus,

\[
\max_{\omega \in [0, \pi]} \{E_\tau(\omega)\} = E_\tau(\pi) = 1 + \frac{1}{3(1 - 2\tau)^2} - \frac{8\cos \pi \tau}{\pi^2(1 - 2\tau)^2},
\]

which can be shown to be concave in \( \tau \in [0, 1/2] \). Fig. 3 shows the plot of \( \|E_\tau[0, \pi]\|_\infty \) in \( \tau \in [0, 0.45] \). It is seen that this \( \infty \)-norm has a very small variation in \( \tau \in [0, 0.10] \). This implies that any \( \tau \in [0, 0.10] \) would be near optimal as far as the worst case norm is concerned.

2) Optimal shift for uniform distribution.

From the discussions in Section IV-B, the optimal value of shift now is given as

\[
\tau^* = \arg \min_{\tau \in [0, 1/2]} \left\{ \int_0^\pi E_\tau(\omega) \frac{d\omega}{2\pi} \right\} \tag{26}
\]

where \( E_\tau \) is given in (19). Solve this minimization problem by the `fminbnd` command of MATLAB, we obtain the optimal solution \( \tau^* = 0.0915 \). The plot of \( \|E_\tau\|_1 \) for the linear kernel is also shown in Fig. 3 to show the effect of the shift.

To sum up, we see that the amount of shift \( \tau = 0.091 \) \((\approx 1/11 \text{ in the form of fraction})\) is optimal for \( J_1 \) and near optimal for \( J_\infty \). Since no further condition other than the band-limited or the uniform distribution assumption is used, we can conclude that generally speaking, when no further a priori information about \( x \) is available, the 1/11-shifted linear kernel would be a near-optimal choice for a linear interpolation.

### V. Shifting Kernel Toward Orthogonal Projection

Following the idea of minimax regret sampling but keeping the requirement of interpolatory sampling in Section III-B, we propose the following optimization problem

\[
\min_{\tau \in [0, 1/2]} J_R(\tau) \tag{27}
\]

where the objective function is

\[
J_R(\tau) = \max_{x \in \mathcal{X}, \|x\|_1 \leq 1} \int_0^\pi \left\| (I - Q_\tau^* S^*) x(\cdot - s) \right\|_2^2 \frac{d\omega}{2\pi T} \tag{28}
\]

where \( \mathcal{X}, \|\cdot\|_1 \) is a Banach space which is introduced to incorporate a priori knowledge on input signals. Particular examples are specified later in this section.

The optimization is toward orthogonal projection in the spirit of minimax regret. Note that the use of filter \( Q_\tau \) in (28) guarantees that the entire process is interpolatory for each \( \tau \). In essence, by subtracting the orthogonal projection error, the scheme effectively makes the process close to being orthogonal.

From equations (2), (3), (12), and (13), it follows that

\[
J_R(\tau) = \max_{x \in \mathcal{X}, \|x\|_1 \leq 1} \int_0^\pi R_\tau(\omega) |\tilde{x}(\omega/T)|^2 \frac{d\omega}{2\pi T} \tag{29}
\]

where

\[
R_\tau(\omega) = E_\tau(\omega) - E_P(\omega) \tag{30}
\]

is the error kernel for this minimax regret scheme, with \( E_\tau \) and \( E_P \) being given in (17) and (4).

Let \( \mathcal{X} = L^2 \) with \( \|\cdot\|_1 \) being the standard 2-norm. As in Section IV, objective function \( J_R \) can be similarly optimized in the worst case and for uniform distribution in terms of input \( \tilde{x} \). And we can find optimal values of shift by minimizing the \( \infty \)-norm and 1-norm of the kernel \( R_\tau[0, \pi] \), respectively.

When \( w \) is the linear kernel, we have from (4) and (19),

\[
R_\tau(\omega) = \frac{2 + \cos \omega}{3(1 - \tau + \tau e^{-j\omega})^2} + \frac{3\sin^4 \left( \frac{\omega}{2\tau} \right)}{2 + \cos \omega} \tag{31}
\]

Again, using the `fminimax` and `fminbnd` commands of the MATLAB, we obtain the optimal values of shift for the \( \infty \)-norm and the 1-norm of the \([0, \pi]\)-restriction of kernel \( R_\tau \).

The values are \( \tau = 0.0910 \) and \( \tau = 0.0915 \), respectively, both
of which can be approximated by the fraction 1/11. See Fig. 3 for plots of both norms as functions of $\tau$.

When we have some a priori knowledge on the input signal, better shifting is possible for the minimax regret sampling. Based on properties of the input signals, we now consider three different cases: 1) they belong to some $T$-shiftable subspace, 2) they belong to some Sobolev subspace, and 3) they are from natural images.

### A. T-shiftable Subspaces

Assume that Banach space $\mathcal{X}$ is the $T$-shiftable subspace of $L^2$ with generating kernel $v$, that is,

$$x \in \mathcal{V} = \left\{ x(t) = \sum_{n \in \mathbb{Z}} a_n v\left(\frac{t}{T} - n\right), \{a_n\} \in \ell^2 \right\}. \tag{32}$$

We assume that $\{v(\frac{\cdot}{T} - n)\}_{n \in \mathbb{Z}}$ constitutes a frame of $\mathcal{V}$. If $x \in \mathcal{V}$, then from (32), we can rewrite

$$\hat{x}(\frac{\omega}{T}) = T\hat{a}(e^{j\omega}) = a_0(e^{j\omega})\hat{v}_0(\omega)$$

where

$$\hat{v}_0(\omega) = \left\{ \begin{array}{ll} \frac{\hat{v}(\omega)}{\sqrt{AV(\omega)}}, & \text{if } AV(\omega) \neq 0, \\ 0, & \text{otherwise} \end{array} \right.$$  

is the 1-tight frame function for $\mathcal{V}$ with $AV(\omega) = \sum_{n \in \mathbb{Z}} |\hat{v}(\omega + 2\pi n)|^2$, and $\hat{a}(e^{j\omega}) = T\hat{a}(e^{j\omega})\sqrt{AV(\omega)}$ being the corresponding coefficients [10], [28]. Moreover, in view of the norm-preserving property of the 1-tight frame [28], from (29) we have

$$J_R(\tau) = \max_{a_0} \left[ \frac{1}{\|a_0\|^2} \int_{-T}^{T} R_\tau(\omega)|\hat{a}(e^{j\omega})|^2|\hat{v}_0(\omega)|^2 \frac{d\omega}{2\pi T} \right]$$

$$= \max_{a_0} \left[ \frac{1}{\|a_0\|^2} \int_{-\pi}^{\pi} |\hat{a}(e^{j\omega})|^2 \sum_{n \in \mathbb{Z}} R_\tau(\omega + 2\pi n)|\hat{v}_0(\omega + 2\pi n)|^2 \frac{d\omega}{2\pi T} \right]$$

$$= \max_{\omega \in [-\pi, \pi]} \left\{ \sum_{n \in \mathbb{Z}} \frac{R_\tau(\omega + 2\pi n)|\hat{v}_0(\omega + 2\pi n)|^2}{\|a_0\|^2} \right\} \tag{33}$$

where the second to last step is from Lemma 1, and the last step is from the symmetry of the magnitude spectra of real signals.

As a result, the optimal value of shift can be obtained by minimizing $J_R$ in (33). And it can be solved by using the $\text{fminimax}$ command.

For the linear interpolation kernel, from (31) it follows that

$$R_\tau(\omega + 2\pi n) = \frac{2 + \cos \omega}{3|1 - \tau + \tau e^{-j2\pi n}|^2} + \frac{3\sin^4(\frac{\omega}{2\pi} + \frac{n}{\tau}) + 2 + \cos \omega}{2\pi T}$$

$$- 2\sin^2(\frac{\omega}{2\pi} + \frac{n}{\tau}) Re\left[ \frac{e^{-j\tau(\omega + 2\pi n)}}{1 - \tau + \tau e^{-j2\pi n}} \right].$$

Moreover, if the generating kernel is the B-spline of order $m$ [22], i.e., $v(t) = \beta^m(t)$, then $\hat{v}(\omega) = \sin^{m+1}(\omega/(2\pi))$.

Therefore,

$$|\hat{v}_0(\omega + 2\pi n)|^2 = \frac{\sin^{2(m+1)}(\frac{\omega}{2\pi} + \frac{n}{\tau})}{\sum_{k \in \mathbb{Z}} \sin^{2(m+1)}(\frac{\omega}{2\pi} + \frac{k}{\tau})}.$$  

$^2$Note that image interpolation can be performed in a separable manner, i.e., by successive interpolation on rows and columns.

Consequently, we have

$$\sum_{n \in \mathbb{Z}} R_\tau(\omega + 2\pi n)|\hat{v}_0(\omega + 2\pi n)|^2 = \frac{2 + \cos \omega}{3|1 - \tau + \tau e^{-j2\pi n}|^2} + 2\Re\left[ \frac{\sum_{k=-m}^{m}|\beta^m(\omega + 2\pi n)|}{1 - \tau + \tau e^{-j2\pi n}} \right]$$

$$= \frac{\beta^m(\omega + 2\pi n)|\hat{v}_0(\omega + 2\pi n)|^2}{2 + \cos \omega}.$$  

For $m = 1, 2, 3$ and 10, the optimal amount of shifts are $\tau = 0.0699, 0.0790, 0.0823$, and 0.0906, respectively. The corresponding functions $J_R$ are plotted in Fig. 4(a).

Note that if $m \to \infty$, then $\hat{v}_0(\omega)$ approaches to the indicator function $\mathbf{1}_{[-\pi, \pi]}(\omega)$ [2]. The objective function then simplifies, in view of (33), to

$$J_R(\tau) = \max_{\omega \in [0, \pi]} R_\tau(\omega).$$

Therefore, the optimal amount of shift is again $\tau = 0.0910$.

### B. Sobolev Subspaces

Now assume that the input signals are in the Sobolev space of order $r$ [9], that is,

$$\mathcal{X} = W^r = \{ x(t) : \|x\|_{\text{sob}} < \infty \}$$

with the Sobolev norm being defined as

$$\|x\|_{\text{sob}} = \left( \int_R (1 + \omega^2)^r |\hat{x}(\frac{\omega}{T})|^2 \frac{d\omega}{2\pi T} \right)^{\frac{1}{r}}.$$  

The minimax regret objective function in (29) can be simplified as

$$J_R(\tau) = \max_{x \in W^r, \|x\|_{\text{sob}} \leq 1} \left[ \int_R R_\tau(\omega) |\hat{x}(\frac{\omega}{T})|^2 \frac{d\omega}{2\pi T} \right]$$

$$= \max_{\omega \in [0, \infty)} \left[ \int_R \left( 1 + \omega^2 \right)^r \left( \frac{R_\tau(\omega)}{2\pi T} \right)^2 \frac{d\omega}{2\pi T} \right]$$

where the last step is from Lemma 1 and symmetry of $R_\tau$.

For $\pi/T$-bandlimited input, it becomes

$$J_R(\tau) = \max_{\omega \in [0, \pi]} R_\tau(\omega) \left( 1 + \omega^2 \right)^r. \tag{34}$$

Again, the optimal value of shift can be obtained by solving the minimax problem involving $J_R$ in (34). For orders $r = 0.6, 1.0, 1.5$, and 2.0, the optimal values of the shifts are found, using the $\text{fminimax}$ command, to be $\tau = 0.1002, 0.1069, 0.1164$, and 0.1269, respectively. Fig. 4(b) shows the effect of $\tau$ on the maximum error $J_R$ for these orders.
1. from minimizing sampling can be improved toward orthogonal projection by $J = f_{\text{minbnd}}(\tau)$.

Fig. 5. The block diagram of the $\tau$-shifted linear interpolation.

C. Natural Signals

Now we consider signals arisen from natural images. It is acknowledged that these signals tend to exhibit (negative) power spectrum [13]. That is,

$$|X(\omega)|^2 \approx \frac{c}{|T\omega|^p} \text{rect}_{[-\pi, \pi]}(T\omega)$$

for some scalar $c \geq 0$ and parameter $p > 0$ which varies from 1.6 to 3.0. Accordingly, for each $p$, the minimax regret sampling can be improved toward orthogonal projection by minimizing

$$J_R(\tau) = \int_{-\pi}^{\pi} R_\tau(\omega) \frac{d\omega}{2\pi} = \int_{0}^{\pi} R_\tau(\omega) \frac{d\omega}{2\pi}. \quad (35)$$

Now consider the linear interpolation kernel, for which the expression of $R_\tau$ is given in (31). Let $p = 1.6, 2.0, 2.5,$ and 3.0. Fig. 4(c) shows the corresponding plots of $J_R$. Using the fminbnd command, we obtain the optimal values of shift $\tau = 0.1092, 0.1150, 0.1181,$ and 0.1737, respectively.

VI. EXPERIMENTS

This section evaluates the performance of the shifted linear interpolations through some examples. We consider five types of input: 1) an Gaussian signal, 2) an ECG signal, 3) a speech signal, 4) a 2-dimensional signal, and 5) three natural images.

A. Practical Issues

Fig. 5 shows the block diagram of the $\tau$-shifted linear interpolation. We now discuss the relevant issue of computational load. Assume that we have $N$ samples of signal $x$ available. Let the number of points at which the reconstruction needs to be performed be $M$. First, as in the standard case, the reconstruction operator $W_\tau$ needs $2M$ multiplications and $M$ additions in view of the short-support of the linear kernel $\beta_\tau$. The only extra computation introduced by shift is due to the correction filter $Q$ of (18), which amounts to $2N$ multiplications and $N$ additions if $Q$ is implemented recursively:

$$c_n = -\frac{\tau}{1 - \tau} c_{n-1} + \frac{1}{1 - \tau} x_n. \quad (36)$$

Note that in practice, $N$ is usually much smaller than $M$. Therefore, the shifted interpolation enjoys a computational load which is comparable to that of the standard linear interpolation and is much smaller than those of higher order interpolations. We refer [3] for more details on the computational cost.

Assume that we want to re-sample sample $x$ at $kT + \mu T$ from $\{x_n\}_{n \in \mathbb{Z}}$ for some $k \in \mathbb{Z}$ and $0 < \mu < 1$. With the $\tau$-shifted linear kernel,

$$x(kT + \mu T) = \sum_{n \in \mathbb{Z}} c_n \beta((k + \mu - \tau - n)T - n)$$

$$= \sum_{n \in \mathbb{Z}} c_n \beta(k + \mu - \tau - n).$$

Since $\beta(0) = 1$, $\beta(t) = 0$ for $|t| > 1$, and $|\mu - \tau| < 1$, thus

$$x(kT + \mu T) = \left\{ \begin{array}{ll}
    c_{k+1} \beta(\mu - \tau + 1) + c_k \beta(\mu - \tau), & \mu < \tau \\
    c_k, & \mu = \tau \\
    c_k \beta(\mu - \tau) + c_{k+1} \beta(\mu - \tau - 1), & \mu > \tau.
\end{array} \right.$$  

We can see from (36) that when $\mu \leq \tau$, $x_{k+1}$ is not used in the re-sampling. As a result, the $\tau$-shifted linear interpolation is less likely to yield small approximation error at $kT + \mu T$. This implies that for a given re-sampling step, the amount of a kernel shift that is to be used should be smaller than the size of the step in order to achieve better approximation. Illustrative examples will be provided in Section VI-F.

Following our discussions in Section V and many experiments, we recommend a common value of $\tau = 1/8 = 0.125$ for the shifted linear interpolation when processing natural signals/images. The fraction of 1/8 is very close to the average (which is equal to 0.1208) of the optimal values obtained in Sections V-B and V-C. Also, the dyadic power expression $1/8 = 1/2^3$ would have some advantages in practical implementation [3, 27].

B. Gaussian Signal Interpolation

Let $T = 1$ and the input be the Gaussian signal

$$g(t) = 1/(2\pi\alpha)^{1/4} e^{-t^2/(4\alpha)} \quad (37)$$
which is plotted in Fig. 6(a), where \( \alpha = 2 \ln(2)/\pi^2 \). Note that \( g \) has a unity energy (thus, \( \|g\|_2 = 1 \)) and half-power frequency of \( \pi/2 \), and that 98.0% of its energy lies in the Nyquist band.

For each \( \tau \in [0, 0.45] \), the Gaussian \( g \) is reconstructed to become \( g_\tau \) as in Fig. 2 using the \( \tau \)-shifted linear kernel. We then compute the signal-to-noise ratio (SNR) for each reconstruction by

\[
\text{SNR} = 10 \log \frac{\|g\|_2^2}{\|g - g_\tau\|_2^2} = -20 \log \frac{\|g - g_\tau\|_2}{\|g\|_2}.
\]

The result is presented in Fig. 6(b) (the blue line) as indicated by legend \( W_s Q_{\tau}\cdot S^* \). For comparison, Fig. 6(b) also shows (the dashed line) the error (SNR = 14.32 dB) of the orthogonal projection \( P_W \). It is clear that the \( \tau \)-shifted linear interpolation outperforms the standard interpolation (with SNR = 12.60 dB) for \( \tau < 0.17 \). The highest SNR = 13.28 dB is yielded if \( \tau = 0.09 \). Note that when \( \tau = 0.21 \), the SNR is only 12.08 dB.

Next, assume that only the sample \( S^*g \) is available. High-resolution signals can be generated through interpolation by determining the values of \( g \) between the sampling instants at fine grids. For scale \( 1 : N \), we can insert \( N - 1 \) samples (equally spaced in time) between the original samples. Fig. 6(b) show the average squared errors for \( N = 2, 3, 4, 8 \) for the Gaussian signal \( g \), where the average is calculated over 5000 random input shifts that are uniformly generated in \([0, 1]\). We see that the 1/8-shifted interpolation yield SNRs that are greater than those by the standard and 0.21-shifted linear interpolations. Further, the SNR from the 1/8-shift is also very close to the maximum SNR achievable.

Finally, we compares the linear interpolation kernels under noise measurement. For this purpose, signal \( g \) is contaminated with independent and identically distributed Gaussian noise of zero mean. We then evaluate the reconstruction performance under the noise level with SNR = 20, 15, 10, 5dB. Fig. 6(c) presents the SNRs of the reconstructions. As expected, the SNR of the reconstruction decreases as the noise level increases. Nevertheless, the 1/8-shifted interpolation would give the largest SNR in case of strong signals (with SNR > 15dB of noise level). For the weak signal case (with SNR < 10dB of noise level), on the other hand, the standard interpolation results in the maximum SNR because of the effect of the noise in relation to the spectrum of \( g \).

C. ECG Signal Interpolation

We download an ECG signal from PhysioNet [12]. It is the 10-second version of record 1672.dat file of the ECG1 signal from the MIT-BIH Normal Sinus Rhythm Database. The signal was obtained with a sampling rate of \( f_s = 128 \text{Hz} \).

For the purpose of performance evaluation, we down-sample this ECG signal by a factor of 2. This leads to a reduction of Nyquist frequency by 1/2 and the new Nyquist band becomes \([0, 64]\) Hz. Nevertheless, since 98.3% of the energy of the ECG signal is in the new band, our discussions and results of shifted linear interpolations are still relevant. Let us now apply the standard and the shifted linear interpolations (with \( \tau = 1/8 \) and 0.21) to obtain approximates of the original. The results are shown in Fig. 7. Note that while the 0.21-shifted interpolation improves the standard interpolation by 0.54dB, the 1/8-shifted interpolation achieves a better improvement of 1.46dB. The improvement is also evident from the three error curves shown at lower part of Fig. 7. In terms of the maximal error, the improvements are 1.5% and 12.8%, respectively.
interpolation (by more than 2dB in SNR and PSNR for the house, and more than 1dB for the Cameraman). While compared unfavourably to the cubic interpolation as expected, the 1/8-shifted interpolation is closer to it than to the standard linear interpolation. Note that the 0.21-shifted linear interpolation provides lesser improvement compared with the 1/8-shift. Furthermore, a close inspection of Figs. 9 and 10 also show that the images obtained using the 1/8 shift are perceptually less blurred and sharper around edges (for example, the roof and the window in Fig. 9, and the hairs and shoulder in Fig. 10) when compared with those from other linear interpolations.

### F. Successive 2-dimensional Rotations

We now consider a 2-dimensional separable continuous-time signal

\[ x(t, s) = g(t) \text{sinc}(s) \]  

where \( g(t) \) is the Gaussian signal given in (37) and the sinc function is \( \text{sinc}(s) = \sin(\pi s)/(\pi s) \). As a synthetic image, \( x(t, s) \) is shown in Fig. 11(a).

We now perform successive rotations of \( x(t, s) \) using the three linear kernels. Let the rotation angle be \( \theta \in \{5\pi k/180 \text{ rad: } k = 1, 2, \ldots, 17\} \). For each such angle, the number of rotations is selected to be \( \lceil 90/\theta \rceil \). And the SNR of the resulted signal is shown in Fig. 11(c). Note that the 1/8-shifted interpolation outperforms both the standard and the 0.21-shifted interpolations for rotation angle \( \theta \geq 20^\circ \). For small rotation angles (\( \theta < 20^\circ \)), the standard linear kernel gives the highest SNR values, which is consistent to our discussions in Section VI-A.

Next, we turn to successive rotations of digital images. Now, the angle and number of rotations need to be selected so that an accurate comparison to the ground truth is possible. Let the number of rotations be \( n = 2, 3, \ldots, 18 \), each associated with an angle of \( 90^\circ /n \). Then the SNR of the resultant images can be calculated. Fig. 11(d) shows the results for the Mandrill image of 512 \( \times \) 512 of Fig. 11(b). Again, we see that the 1/8-shifted interpolation outperforms both the standard and the 0.21-shifted interpolations for big rotation angle (larger than 8\(^\circ\)); And for the small angles, the standard interpolation yields the best result. We have the same observation for other test images of the same size, including the Lena, the Pepper, and the Walkbridge.

We conclude that the 1/8-shifted linear interpolation improves the image rotation results for 2-dimensional signals/images having significant high frequency contents under large rotation angles. However, the situation for image rotation is generally more complicated. Not only is the performance dependent on the amount of the kernel shift, it is also closely related to the angle of rotations and the number of rotations. It is very complicated also because for each angle the amounts of (horizontal and vertical) offsets vary from position to position. And in the case of small rotation angles, such offsets can be much smaller than the kernel shift. Accordingly, it would be very beneficial if the

---

3All images tested in this paper are downloaded from http://www.imageprocessingplace.com.

4The PSNR is defined (in dB) as \( \text{PSNR} = 10 \log \left( \frac{\max \{x(n)\}^2}{e_x^2} \right) \).
Fig. 9. Image Interpolations of the House.

Fig. 10. Image Interpolations of the Cameraman.
TABLE I

<table>
<thead>
<tr>
<th>Interpolation method</th>
<th>SNR (dB)</th>
<th>PSNR (dB)</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>House Cameraman</td>
<td>House Cameraman</td>
<td>House Cameraman</td>
</tr>
<tr>
<td>the standard linear</td>
<td>39.91</td>
<td>30.82</td>
<td>0.9970 0.9894</td>
</tr>
<tr>
<td>the 0.21-shifted</td>
<td>40.87</td>
<td>30.80</td>
<td>44.64 36.24</td>
</tr>
<tr>
<td>the 1/8-shifted</td>
<td>41.92</td>
<td>31.69</td>
<td>45.60 36.42</td>
</tr>
<tr>
<td>the cubic</td>
<td>43.03</td>
<td>32.49</td>
<td>46.65 37.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.9980 0.9917</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.9982 0.9921</td>
</tr>
</tbody>
</table>

Fig. 11. The performance comparison of three linear interpolations under successive rotations: a synthetic signal (a) and the respective SNR values (c); and a Mandrill image (b) and the respective SNR values (d).

VII. CONCLUSIONS

In this paper we proposed a new notion of kernel shifting that renders the resulted shifted interpolation to approach the orthogonal projection in the minimax regret sense. In this method, we took the average approximation error as the quality measure and obtained the optimal amount of the shift so that for each relevant input, the reconstruction from the shifted interpolation is the closest to the corresponding orthogonal projection. In addition, the shifted interpolation also possesses the good property of being interpolatory (thus consistent) through the use of correction filter.

For the linear interpolation, we recommend two values of shift: \( \tau = 1/8 \) for smooth signals and natural images, and a smaller value \( \tau = 1/11 \) for arbitrary signals for which no \textit{a priori} knowledge is available. We showed that the corresponding shifted interpolation significantly outperform the standard linear interpolation. Further improvements would be possible when the shifted interpolation is carried out with edge-orientation taken into account since then the high frequency component would be more prevailing. In addition, it would be practically advantageous to develop an adaptive mechanism that adjusts the amount of kernel shift depending on the given signal.

We anticipate that benefits would also be possible for generalized sampling-reconstruction processes through shifting kernel, especially when the reconstruction kernel is asymmetric or is of short support, as is the case of most orthogonal scaling and wavelet functions or many short window functions. Note that the benefit would be marginal if the process is already close to the orthogonal projection, such as the case for higher order-spline interpolation [23], [24].

Furthermore, the framework in this paper can be extended to high dimensional spaces. In this case, additional advantages to the reconstruction may be possible if some format of shifting not in the separable form is used. For this purpose, a new formulation and derivation of the average approximation error would be required.
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